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1. Background: Growing Application Data

Data Scale of Graph Processing: 

• Tens of Billion of Vertices

• Hundreds of Billion of Edges

Data centers necessitate large memory capacity and efficient data management.

Data Scale of AI training/inference: 

• Billions of Model Parameters

• Trillions of Tokens

Natural Language Processing Computer Vision

AI Generated ContentSpeech Recognition

Drug DetectionSocial Network

Knowledge RetrievalGraph Netural Network
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1. Background: Disaggregated Architecture

Disaggregated architecture

• Large capacity

• Flexibility

• Scalability

Calling for Elastic and Intelligent memory system 

--From Write Paper of Elastic Memory System in Huawei Cloud in 2024

Disaggregated architecture can 
provides large memory pools. 
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1. Background: Disaggregated Memory Related Works

While the addition of far memory (FM) could relieve a server’s memory pressure, it unfortunately 
cannot meet the needs of high data/task throughput in today’s data center.
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2. Motivation: Memory Extension Ways

https://www.theverge.com/2022/1/12/22879732/pcie-6-0-final-specification-bandwidth-speeds.

PCIe bandwidth grows faster than estimated I/O trends
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2. Motivation: From Single to Multiple Channels

Prior works limit their designs on a single FM device.

Single far memory device could become a crucial 
bottleneck due to data bandwidth limitation.

Incorporating multiple FM devices and 
oversubscribing the PCIe subsystem

Design multi-backend 
disaggregated memory system
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2. Motivation: Design Challenge of Multiple backends
(1). Far Memory Usage Bottleneck: Existing FM management schemes are blind to the possible multiple physical 
FM channels: logically only support one data exchange path to FM devices.  
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• Existing works rely on 
OS-level page swap 
design that cannot 
allow pages to be 
swapped to/from 
multiple backends.

Design Opportunities:
• Allow direct memory/storage access
• Support isolated swap channels
• Support parallel far memory access paths

Our design:

• Existing technics with 
virtual machines (VMs) 

still use a hierarchical 
data swap mechanism 
with the host operating 
system (OS) involved. 
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2. Motivation: Design Challenge of Multiple backends
(2). Far Memory Usage Effectiveness: Most of the prior works follow a simple idea: by offloading part of data to far 
memory based on workload behaviors, ignoring more complex far memory configurations.

Design Opportunities:
• Resource awareness: Design a system that can choose proper backends for each application 
 -> Lower cost
• Application awareness: Providing a system that support multiple-dimensional parameter configuration 
 -> Higher performance

Backend differences Data granularity differences I/O width differences
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3. XDM System Design

Design philosophy:

(1). Make it dynamic and implicit. 
In this work, we aim to make the system 
dynamic: each instance can evaluate task 
preferences during runtime and implicitly 
select the optimal FM path without the 
need of user intervention.

(2). Make it versatile and smart.
It is important to leverage a rich set of 
application page data and adjust system 
settings based on multi-dimensional 
system information, including data 
distribution, data granularity, as well as I/O 
characteristics.

We Propose xDM, 

an Intelligently Managed 

Multi-backend Disaggregated Memory System.

Smart FM Configuration Console:

Dynamic FM Switching Mechanism:

Far Memory

FM device 1 (RDMA) FM device 2 (SSD)

VM 1 VM 2 VM 3 VM 4

FM path 1 FM path 3 FM path 2 FM path 4

FM 1 FM 2 FM 3 FM 4
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3. XDM System Design
3.1 Dynamic FM Switching Mechanism: 
(1). Low-overhead, switchable FM swapper: a modified swap frontend plus a variety of adaptive FM swap backends
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3. XDM System Design
3.1 Dynamic FM Switching Mechanism: 
(1). Low-overhead, switchable FM swapper: a modified swap frontend plus a variety of adaptive FM swap backends
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3. XDM System Design
3.1 Dynamic FM Switching Mechanism: 
(1). Low-overhead, switchable FM swapper: a modified swap frontend plus a variety of adaptive FM swap backends
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3. XDM System Design
3.1 Dynamic FM Switching Mechanism: 
(1). Low-overhead, switchable FM swapper
(2). Efficient, implicit FM switching strategy

Workloads with more file-backed (anonymous) 
pages prefer SSD (RDMA) backends.

FM switching strategy

Swap后端

Swap前端

远内存写 远内存读

指导 指导

Timest

amp

Page 

type

Page 

Addr.

1 A 0x03

2 A 0x04

3 A 0x11

4 F 0x45

… … …

Anon/File 

page ratio
Backend 

Priority

Resource 

availability Warm-start

Backend switching

Yes

No

return
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The above design includes the basic implements of multi-backend 
disaggregated memory system,

 i.e. enabling Dynamic FM Switching Mechanism. 

The following configuration design of the far memory access path is 
to make the best backend usage effectiveness,

i.e. making Smart FM Configuration Console.

3. XDM System Design
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3. XDM System Design
3.2 Smart FM Configuration Console 
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3. XDM System Design
3.2 Smart FM Configuration Console 
(1). Data Characteristic Fusion: perceive task characteristics using page-based transparent approach

By analyzing page data, we find that data granularity, I/O width, and data distribution significantly impact the 

performance and resource usage.

Feature 1: Data segments 

distribution（ influenced by data 

fragment ratios）

Feature 2: Sequential and 

random page access

（ influenced by data 

load/store ratio）

Feature 3: Data distribution

（influenced by hot/cold 

data ratio）
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3. XDM System Design
3.2 Smart FM Configuration Console 
(1). Data Characteristic Fusion: perceive task characteristics using page-based transparent approach

By analyzing page data, we find that data granularity, I/O width, and data distribution significantly impact the 

performance and resource usage.

Page access behavior 
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3. XDM System Design
3.2 Smart FM Configuration Console 
(1). Data Characteristic Fusion
(2). FM Parameter Adjustment: Parameter configuration shares similar data feature extraction ideas but different 
implementation methods on far memory backends:
• Data granularity: size of data units transferred via RDMA (i.e. chunk size) or data blocks on SSD (i.e. page size).
• I/O width: assigning CPU cores related to I/O channels on SSD and network channels of RDMA.
• Data distribution: adaptively setting far memory ratio and NUMA memory nodes.
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3. XDM System Design

Workflow:

i). Far memory initialization

ii). Offline preparation

iii). VM allocation and warm start

iv). FM path selection and switching

v). FM parameter configuring
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4. Experimental Result

Physical machine:

Evaluated 17 types of workloadsHardware and Software Testbed

Conf. Tools

Memory limtation Cgroup2

RDMA driver OFED v4.3.0,RoCE

RDMA far memory Fastswap

CXL far memory NUMA simulation

SSD far memory VFS I/O 

HPC workloads, graph workloads, AI workloads

DIMM

CPUs

RDMA NIC

RDMA-based far memory

Mainboard SSD(PCIe)

SSD(M.2, U.2, 
SATA, etc.)

HDD (SATA)

CPUs
DRAM 

(DIMM)

Block-device-based far memory

Memory node server Computing/Memory node server
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4. Experimental Result

Tunable FM parameters 

in our system: 

Baseline configurations:
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4. Experimental Result

Functional Comparison:

Our system add more 

dimensions of system 

parameter analysis 

and configuration.  

Our System can 

support parallel multi-

path far memory 

access.
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4. Experimental Result

Under same Latency, swap

performance speedup is ~3.9x

Comparing with baselines with different 

backends，data throughput 

improvement is up to 2.8x
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4. Experimental Result

Under same latency (SLO), Our system can have larger offloadable data ratio, saving up to 

5x local memory resource. 



11/15/2024 31

4. Experimental Result
Task throughput improvement is ~5.1x

Overheads reduction of 

backend switching is 2.6x

Average 

data swap

latency is 

lower

Simulated memory effectiveness 

improvement  is19.7%
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5. Conclusion and Future Work

Take away message: 
• we design and implement xDM, a novel multi-backend far memory system with 

high bandwidth utilization and application performance.

•  By turning the conventional swap mechanism into a switchable data swap module, 

we successfully realize simultaneous multi-path FM access. 

• Based on a rich fusion of application page data, we tailor the far memory path 
configurations to the needs of various applications.

• Our design provides a flexible solution to scale out far memory access paths and an 

efficient way to manage them on monolithic servers.

Future works：

• Data compression on far memory

• Hardware-aid data temperature detection

• High performance data caching and indexing design

• Multi-path GPU far memory system

Available on Github: https://github.com/linqinluli/Multi-backend-DM
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THANK YOU!

QUESTION AND ANSWERING 

Jing Wang, contact me at jing618@sjtu.edu.cn

Shanghai Jiao Tong University

mailto:jing618@sjtu.edu.cn
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